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I IITROD UCT ION

THE PURPOSE OF THIS TALK IS TO DISCUSS THE EFFECTS OF

DEPENDENT SAMPLING ON SEQUENTIAL PARTITION DETECTORS. A TECHN IQUE

WILL BE PRESENTED FOR ADJUSTING THE THRESHOLDS UNDER Q-DEPENDENT

SAMPLING IN ORDER TO MAINTAIN THE SAME ERROR PROBABILITIES AS IN

THE INDEPENDENT SAMPLING CASE. THE RESULTS WILL BE CONSISTENT

WITH FIXED SAMPLE DETECTORS IN THAT THE EFFECTS OF DEPENDENT

SAMPLING DEPEND UPON THE NORMALIZED CORRELATION FUNCTION OF

NOISES AND THE COST OF PARTITIONING CAN BE RECOVERED BY RAPID

SAMPLING .
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VU—GRAPH 1
THE BASIC STRUCTURE OF THE SEQUENTIAL PARTITION DETECTOR,

WHICH WILL BE REFERRED TO AS SPD,HENCEFORTH, IS COMPOSED OF A
PARTITIONING DEVICE WHICH REDUCES THE DATA SAMPLES INTO t~-INTERVALS
BASED ON KNOWLEDGE OF M MINUS 1 QUANTILES OF THE UNKNOWN NOISE
DISTR IBUTION . FOR THE PURPOSES OF THIS DISCUSSION, WE WILL ASSUME
THAT THE QUANTILES ARE KNOWN, HOWEVER, KERSTEN AND KURZ HAVE
SHOWN THAT THE QUANT ILES CAN BE ESTIMATED IN REAL TIME USING
STOCHASTIC APPROXIMATION . THEREFORE, THE SPD IS ADAPTIVE IN ITS
GENERAL FORM . IMPLICIT IN THE DISCUSSION WILL BE THE ASSUMPTION
THAT THE SIGNAL IS CONSTANT AT THE INPUT TO THE SPD AND THE NOISE
IS ADDITIVE . GENERALIZATIONS ARE POSSIBLE TO RANDOM AND NONRANDOM
TIME VARYING SIGNALS .

THE PROBLEM IS TO DECIDE IF SIGNAL PLUS NOISE OR NOISE ONLY
IS PRESENT FOR FIXED ERROR PROBABILITIES UNDER DEPENDENT SAMPLING .
THE OUTPUT OF THE PARTITION IS TRANSFORMED FROM A q—DIMENSIONAL

SPACE TO A UNIVARIATE SPACE BY SUMMING OVER N SUB 0 SAMPLES. THE
OUTPUT OF INTEREST IS REPRESENTED BY T SUB J..N SUB 0 AND WILL BE
REFERRED TO AS THE SUBSAMPLE WHERE J INDEXES THE OUTPUT FROM 1 TO
N, N BEING A RANDOM VARIABLE.

B SUB K, K RANG ING OVER THE M INTERVALS,ARE CALLED SCORES OR
WEIGHTING CONSTANTS . IN GENERAL, THEY ARE NONLINEAR FUNCTIONS OF
TIME . FOR THIS PRESENTATION1 THE B SUB K’s WILL REPRESENT A
LOG LIKELIHOOD RATIO AT THE QUANTILE LOCATIONS FOR A DESIGNED
SIGNAL—TO—NO ISE RATIO, UNDER A SELECTED ALTERNATIVE FOR INDEPENDENT

SAMPLING .
N SUB I K REPRESENTS THE INTERVAL THE ITH DATA SAMPLE FALLS

IN. RELATED WORK IS GIVEN BY WOINSKY AND KURZ , KASSAM AND
THOMAS1 AND OTHERS (FOR FIXED SAMPLE DETECTORS).

-NEXT VU-GRAPH PLEASE-
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VU-GRAPH 2

WALD ’S FUNDAMENTAL IDENT ITY PLAYS A CENTRAL ROLE IN SEQUENTIAL
DETECTION . BOTH THE OPERAT ING CHARACTERISTIC FUNCTION, OR POWER
FUNCTION, AND THE AVERAGE SAMPLE NUMBER ARE DERIVED FROM THIS EQUA-
TION . FOR THIS RELATIONSHIP TO HOLD IN DEPENDENT SAMPLING, THE
SUBSAMPLES MUST BE INDEPENDENT .

T SUB N REPRESENTS THE SUM OF INDEPENDENT SUBSAMPLES; IT IS
THE ESSENTIAL TEST STATISTIC. A—PRIME AND B-PRIME ARE THE UPPER
AND LOWER THRESHOLDS, RESPECTIVELY .

IF I SUB N IS BETWEEN A—PRIME AND B—PRIME, THE TEST CONTINUES.
THE SIGNAL PLUS NO ISE CONDITION IS CHOSEN IF THE UPPER THRESHOLD IS
REACHED . HOWEVER, IF THE LOWER BOUNDARY IS CROSSED, THEN THE NOISE-
ONLY CASE IS THE CHOICE.

PHI OF t IS THE MOMENT GENERATING FUNCTION OF THE SUBSAMPLE
AND t ISA FUNCTION OF THE SIGNAL-TO—NOISE RATIO. THE PROBLEM IS TO

FIND A SOLUTION FOR t NOT EQUAL TO ZERO WHICH SETS THE MOMENT GEN-
ERATING FUNCTION EQUAL TO ONE . THIS IS A DIFFICULT PROBLEM IN
GENERAL. HOWEVER, FOR SMALL SIGNALS, HIGHER ORDER CUMULANTS OF THE
MOMENT GENERATING FUNCTION ARE NEGLIGIBLE, AND A SOLUTION FOR t IS
APPROXIMATELY EQUAL TO MINUS 2 TIMES THE RATIO OF THE MEAN OVER
THE VARIANCE OF THE SUBSAMPLE ,

-VU—GRAPH 3 PLEASE-

5 

~~~~~----- . - -.- -~~- -~. 



ID 5815 

. .— 

~

. — - 

~

- - -— . -—- .

MEAN

VARIANCE

2 2

1jN0 ”°”Tj N0 (1+2 E (1-Q/V R(Q))
Q~1

WHERE M U

R(Q)z E Eb k bL EQ(Nk NL)_ [E(TI)]
2

Ti

VU-GRAPH 3

6

,

~

- -.—

~

--

~



ID 5815

VU-GRAPH 3

THE MEAN OF THE SUBSAMPLE IS JUST EQUAL TO ~ SUB 0 TIMES
THE MEAN OF THE OUTPUT OF THE PARTITION FOR INDEPENDENT SAMPLES.
HOWEVER, THE VARIANCE, AS SHOWN IN THE TEXT, IS COMPOSED OF THE
VARIANCE FOR INDEPENDENT SAMPLES TIMES N SUB 0 TIMES A TERM WH ICH
DEPENDS UPON THE PARTITION STRUCTURE. THE TERM R OF 0, WHICH IS
DEFINED AS THE PARTITION CORRELATION FUNCTION, EXPRESSES THIS
RELATIONSHIP. Ii IS ESSENTIALLY A FUNCTION OF THE SCORES, WHICH
ARE KNOWN, AND THE JOINT EXPECTATION OF THE PARTITION ING INTERVALS
OVER M, WHICH ARE NOT KNOWN, WHERC ~ INDEXES THE DEPENDENCE UPON
THE SAMPLING RATE .

THE EVALUATION OF R OF Q, THEREFORE, USUALLY REQUIRES A
TWO—DIMENSIONAL INTEGRATION WITH KNOWLEDGE OF THE BIVAR IATE DIS-
TRIBUTION . FOR THE GAUSSIAN DISTR IBUTION WITH NORMALIZED CORRELA-
TION FUNCTION RHO OF Q, IT IS SHOWN IN THE TEXT THAT ONLY A
ONE—DIMENSIONAL INTEGRATION IS REQUIRED.

-VU—GRAPH ~ PLEASE—
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VU-G RAPH L

By EXPANDING THE BIVAR IATE GAUSSIAN DISTRIBUTION AND I NTE-
GRATING OVER RHO OF 0 AS MENTIONED PREVIOUSLY, THE PARTITION
CORRELATION FUNCTION WAS EVALUATED USING NUMERICAL ANALYSIS. THE
RESULTS ARE GIVEN FOR M EQUAL TO 2, 4, AND 6 IN THE FIGURE. THE
ABSCISSA REPRESENTS THE NORMALIZED CORRELATION FUNCTION OF THE
NO ISE AT THE INPUT OF THE PARTITION, AND THE ORD INATE DEPICTS
ITS OUTPUT.

FOR M EQUAL TO 2 AND ASSUMING A ZERO MEAN GAUSSIAN DIS-
TRIBUTION, THE QUANTILE IS LOCATED AT ZERO; AND FOR THE NOISE-ONLY
CASE, THE PARTITION CORRELATION FUNCTION EQUALS 2 OVER P~ TIMES
ARC SIN OF RHO ‘~F 0, WHICH IS SHOWN IN THE CURVE TO THE RIGHT . THE
SAME RESULT HAS BEEN OBTAINED FOR THE HARD CLIPPER, OR SIGN TEST,
FOR FIXED SAMPLE DETECTORS.

As M INCREASES UNDER THE SAME CONDITIONS, THE PARTITION
CORRELATION FUNCTION APPROACHES RHO OF 0 (THE CURVE ON THE LEFT)
VERY RAPIDLY. THI S RESULT ALSO HOLDS UNDER THE SIGNAL PLUS NOISE
CONDITION.

B~ SUBSTITUTING RHO OF 0 INTO THE EQUATION FOR THE VARIANCE
OF THE SUBSAMPLE GIVEN PREVIOUSLY, IT CAN BE SHOWN THAT AN UPPER
BOUND FOR THE VARIANCE IS OBTAINED . THIS HAS NOT BEEN PROVEN FOR

ALL DISTRIBUTIONSJ HOWEVER, UNDER SOMEWHAT RESTRICTED CONDITIONS

AS NOTED IN THE TEXT, THE NORMALIZED CORRELATION FUNCTION FOR A

RAYLE IGH DISTRIBUTION UNDER A LEHMANN ALTERNATIVE ALSO GIVES AN

UPPER BOUND ON THE VARIANCE. .THEREFORE, FOR SUBSEQUENT RESULTS,

WE WILL ONLY CONSIDER DISTRIBUTIONS WHERE THIS RESULT HOLDS.

IN GENERAL, HOWEVER, THE PARTITION CORRELATION FUNCTION
CAN ALWAYS BE CALCULATED.

—VU—GRAPH 5 PLEASE—
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SOLUTION FOR t

t(9)
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VU—GRAPH 5

IN ORDER TO USE THE RESULTS OF WALD, A SOLUTION FOR t UNDER
DEPENDENT SAMPLING WAS NEEDED . FOR THE SMALL SIGNAL CASE, THE
SOLUTION t SUB D OF THETA IS CHARACTERIZED BY THE EQUATION SHOWN
HERE. IN THE NUMERATOR, t OF THETA REPRESENTS THE INDEPENDENT
SAMPLE SOLUTION AS A FUNCTION OF SIGNAL—TO—NOISE RATIO. THE
DENOM INATOR, WHICH REFLECTS THE AMOUNT OF DEPENDENCE, DEPENDS
UPON THE NORMALIZED CORRELATION FUNCTION , OR THE NOISE SPECTRUM,
AND THE NUMBER OF SAMPLES SUMMED . FROM THE FUNDAMENTAL IDENTITY,
BOTH THE OPERATING CHARACTER ISTIC FUNCTION AND THE AVERAGE SAMPLE
NUMBER WILL BE FUNCTIONS OF THE AMOUNT OF DEPENDENCE. HOWEVER, IF
THE THRESHOLDS A AND B DERIVED FOR INDEPENDENT SAMPLING ARE ADJUSTED
BY PRECISELY THE AMOUNT OF DEPENDENCE AS GIVEN IN THE DENOM INATOR,
THE NEW THRESHOLDS A-PRIME AND B-PRIME WILL GIVE LOWER BOUNDS ON
THE ERROR PROBABILITIES, AND AS M APPROACHES INFINITY THEY WILL
APPROACH THE SAME ERROR PROBABILITIES AS IN THE INDEPENDENT
SAMPLING CASE. IF R OF 0 iS USED, THE ERROR PROBABILITIES WILL
BE IDENTICAL FOR ALL fi.

FOR EXAMPLE, IF RHO OF Q EQUALS ZERO, THEN A—PR IME EQUALS A
AND B—PRIME EQUALS B; AND, IF RHO OF 0 EQUALS 1, THEN A—PRIME
B—PRIME EQUAL N SUB 0 TIMES A,B, RESPECTIVELY, WHICH IS WHAT
WOULD BE EXPECTED FOR COMPLETELY CORRELATED SAMPLES.

AFTER THE THRESHOLDS HAVE BEEN ADJUSTED, THE OPERATING CHAR
ACTERISTIC FUNCTION FOR DEPENDENT SAMPLING WILL REDUCE TO THE

INDEPENDENT SAMPLING RELATIONSHIP. HOWEVER, THE AVERAGE SAMPLE
a NUMBER WILL STILL BE A FUNCTION OF THE AMOUNT OF DEPENDENCE.

-VU—GRAPH 6 PLEASE—
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VU-GRAPH 6

AFTER THE THRESHOLDS HAVE BEEN ADJUSTED, THE AVERAGE SAMPLE
NUMBER FOR DEPENDENT SAMPLING, SHOWN HERE AS ASND, HAS BEEN
FACTORED INTO A DEPENDENT AND AN INDEPENDENT TERM . THE BOXED
EXPRESSION REPRESENTS THE EFFECTS OF DEPENDENCE NORMALIZED BY
N SUB 0. THE TERM TO THE RIGHT OF THE BOXED EXPRESSION REPRE—

• SENDS THE AVERAGE SAMPLE NUMBER FOR INDEPENDENT SAMPLING, WHICH

IS A FUNCTION OF t OF THETA (THETA BEING THE SIGNAL—TO—NOISE
• RATIO PARAMETER, THRESHOLDS A AND B, AND THE OUTPUT OF THE

PARTITIONING DEVICE I SUB I) WHEN THE AVERAGE VALUE DOES NOT
EQUAL ZERO . FOR THE CASE WHEN THE AVERAGE VALUE EQUALS ZERO,
THE AVERAGE SAMPLE NUMBER REDUCES TO A RELATIONSHIP WHICH DEPENDS
UPON THE THRESHOLDS A AND B OVER THE VARIANCE OF I SUB I. IN
THIS CASE, THE AVERAGE SAMPLE NUMBER TAKES ON ITS MAX IMUM VALUE.
BOTH THE AVERAGE VALUE AND VARIANCE OF THE PARTITION OUTPUT
DEPEND UPON THE QUANTILES AND THE SIGNAL—TO—NOISE RATIO IN A

COMPLICATED WAY . FOR A SMALL SIGNAL-TO—NOISE RATIO, DWYER AND

KURZ HAVE SHOWN THAT THE TERMS INVOLVING THE QUANTILES AND SIGNAL—

TO-NOISE RATIO CAN BE DECOUPLED FOR BOTH THE MEAN AND VARIANCE.

THIS ALLOWS THE AVERAGE SAMPLE NUMBER TO BE MINIMIZED AS A

FUNCTION OF THE QUANTILES ALONE. THIS RESULT ALSO CARRIES OVER

TO THE DEPENDENT SAMPLE CASE.

—VU—GRAPH 7 PLEASE—
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VU-GRAPH 7

THE EFFICIENCY OF THE SPD WITH DEPENDENT SAMPLING RELATIVE TO
THE INDEPENDENT SAMPLING CASE WILL BE COMPARED BASED ON THE TIME
IT TAKES TO MAKE A DECISION FOR EACH TEST. UNDER BOTH ALTERNA-

TIVES, THE EFFICIEN CY IS COMPOSED OF THE FACTORED TERMS . FOR THE
SHIFT OF THE MEAN CASE, THE TERM TO THE RIG HT OF THE BOXED
EXPRESSION REPRESENTS THE SMALL SIGNAL EFFICIENC Y UNDER INDEPENDENT
SAMPLING . THE NUMERATOR IS A FUNCTION OF THE NUMBER OF I NTERVALS
M, AND A SUB K ARE THE QUANTILES . UPPER AND LOWER CASE F EXPRESSES
THE DISTRIBUTION AND DENSITY FUNCTIONS AT THE QUANTILE LOCATIONS,
RESPECTIVELY . As t~ APPR OACHES INFINITY, THE NUMERATOR APPROACHES
THE LOCALLY MOST POWERFUL DETECTOR ASYMPT OTICALLY , AND THE
E~FICIENCY APPROACHES 1. IF f1 EQUALS 2, WHICH WILL BE REFERRED
TO AS THE SEQUENTIAL SIGN TEST, AND IF THE DISTR IBUTION IS
GAUSSIAN WITH ZERO MEAN AND UNIT VARIANCE, THE EFFICIENCY FO~
THIS CASE EQUALS 2 OVER Pi.

THE NUMERATOR IN THE BOXED EXPRESSION IS A FUNCTION OF THE
INCREASED SAMPLING RATE ~ SUB S O’/E~ INDEPENDENT SAMPLING , AND
REFLECTS SKIPPIN G P SUB S MINUS 1 SAMPLES BETWEE~’ EACH SUBSAMPLE
TO ASSURE THEIR INDEPENDENCE. THE DENOM I NATOR REPRESENTS THE
EFFECTS OF DEPENDENT SAMPLING AS BEFORE.

THE LEHMANN ALTERNATIVE ASSUMES THAT THE SIGNAL, WHEN PRESENT,

WILL SHIFT THE DISTRIBUTION FUNCTION TO THE RIGHT. THIS WILL BE

THE CASE, FOR EXAMPLE, IN ENERGY DETECTION PROBLEMS WHERE A SQUARE

LAW DEVICE PRECEEDS THE PARTITION SPACEI THE TERM TO THE RIGHT

OF THE BOXED EXPRESSION REQUIRES ONLY KNOWLEDGE OF THE DISTRIBUTION

AT THE QUANTILE LOCATIONS J AND, THEREFORE, THE EFFICIENCY CAN BE

MAXIMIZED WITH RESPECT TO THE QUANTILES REGARDLESS OF THE DIS-

TRIBUTION , AS M APPROACHES INFINITY, THE EXPRESSION APPROACHES

1 FOR ALL DISTRIBUTIONS.

-VU-GRAPH C PLEASE—
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VU-GRAPH 8

THE EFFICIENCY UNDER DEPENDENT SAMPLING, RELATIVE TO THE

SEQUENTIAL SIGN TEST FOR INDEPENDENT SAMPLES, DEPENDS UPON THE
NORMALIZED CORRELATION FUNCTION, THE INCREASED SAMPLING RATE,

AND THE NUMBER OF SAMPLES SUMMED . ASSUMING A GAUSS—MARKOV PROCESS
UNDER A LEHMANN ALTERNATIVE AND A SAMPLING RATE OF TWICE THAT

NEEDED FOR INDEPENDENT SAMPLES, THE FIGURE SHOWS THE EFFECT OF
INCREASING THE NUMBER OF SAMPLES SUMMED FOR M, THE NUMBER OF
INTERVALS, EQUAL TO 2 AND 8. THE ABSCISSA REPRESENTS THE NUMBER

OF SAMPLES SUMMED, 11 SUB 0, AND THE ORD INATE GIVES THE EFFICIENCY
FOR EACH CASE. As r SUB 0 APPROACHES INFINITY, FOR THIS EXAMPLE,
THE EFFICIENCY APPROACHES 1.27 FOR M EQUAL TO 2 (INDICATED BY THE
BROKEN~ LINE IN THE LOWER HALF OF THE FIGURE). FOR M EQUAL TO 8,
THE EFFICIENCY APPROACHES 1.89 AS SEEN IN THE UPPER HALF OF THE
FIGURE. THE SOLID LINES REPRESENT THE INDEPENDENT SAMPLING
EFFICIENCY FOR EACH CASE.

AS THE SAMPLING RATE AND THE NUMBER OF SAMPLES SUMMED APPROACH
INFINITY, ASSUMING THE NUMER OF SAMPLES SUMMED IS MUCH LARGER THAN
THE INCREASED SAMPLING RATE, THE EFFICIENCY FOR Li EQUAL TO 2
APPROACHES BUT DOES NOT EQUAL THE EFFICIENCY FOR THE OPTIMUM S~D
UNDER INDEPENDENT SAMPLING . THUS, THE LOSS IN EFFICIENCY DUE

TO PARTITIONING CAN BE RECOVERED IN THE SP1) BY RAPID SAMPLING .
A SIMILAR RESULT IS WELL KNOWN FOR THE HARD CLIPPER IN FIXED

SAMPLE DETECTORS.
To SUMMAR IZE, THE EFFECTS OF DEPENDENT SAMPLING ON SEQUENTIAL

a PARTITION DETECTORS WERE SHOWN TO DEPEND UPON THE NORMALIZED CORRE-

LATION FUNCTION OR SPECTRUM SHAPE OF THE INPUT NOISE. THE EFFICIENCY

AFTER ADJUSTING THE THRESHOLDS TO MAINTAIN THE SAME OR LOWER ERROR

PROBABILITIES AS IN THE INDEPENDENT SAMPLING CASE, WAS IMPROVED

FOR RAPID SAMPLING .
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